GEOMETRIC RANK AND THE TUCKER PROPERTY

Daniele Ettore Otera

Abstract. An open smooth manifold is said of finite geometric rank if it admits a handlebody decomposition with a finite number of 1-handles. We prove that, if there exists a proper submanifold $W^{n+3}$ of finite geometric rank between an open 3-manifold $V^3$ and its stabilization $V^3 \times B^n$ (where $B^n$ denotes the standard $n$-ball), then the manifold $V^3$ has the Tucker property. This means that for any compact submanifold $C \subset V^3$, the fundamental group $\pi_1(V^3 - C)$ is finitely generated. In the irreducible case this implies that $V^3$ has a well-behaved compactification.

1. Definitions and statement of the main result

A powerful tool in differential topology is the handle decomposition, which helps the study of a manifold by subdividing it into simpler objects (a sort of $i$-dimensional cells). More precisely, a handle decomposition of a smooth, compact $n$-manifold $M$ is a union

$$\emptyset = M_{-1} \subset M_0 \subset M_1 \subset M_2 \subset \cdots \subset M_m \subset M = M,$$

where each $M_i$ is obtained from $M_{i-1}$ by attaching handles $H^j$ of index $i$ (where $H^j = D^j \times D^{n-j}$). Handle decomposition is very useful for understanding compact manifolds, as showed by S. Smale in his well-known papers [24, 25]. Actually, any smooth, compact, simply-connected manifold of dimension at least 5 admits a handlebody decomposition without 1-handles. This was shown by Smale in his proof of the generalized Poincaré Conjecture. In dimension 3, the corresponding statement is just equivalent to the Poincaré Conjecture (and then true). Hence, finding handlebody decompositions without handles of index 1 may have very remarkable consequences.

For open manifolds the situation is much more delicate, and V. Poénaru intensively studied non-compact manifolds possessing a handlebody decomposition with no 1-handle (see [15, 16, 17, 18, 19, 20, 21]).
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Definition 1. A smooth manifold $M$ is said to be geometrically simply connected (or gsc) if it admits a proper handlebody decomposition without handles of index one.

Remark 1.1. Equivalently, $M$ is gsc if it admits a proper Morse function $f$ without critical points of index 1. For more details on this important and interesting notion see [2, 11, 15] and [3, 6, 10, 12, 13, 17, 18].

Since any smooth or piecewise-linear (PL-) manifold admits a handlebody decomposition (see [4] for PL-manifolds and handle-theory), for manifolds which are not necessarily simply connected, it is meaningful to propose the following definition:

Definition 2. Let $V$ be an open smooth manifold. The geometric rank of $V$, denoted by $r_g(V)$, is the minimal number of 1-handles, for all possible handlebody decompositions of $V$.

Of course, $r_g(V) = 0$ if and only if the manifold $V$ is geometrically simply connected, but in general, one may wonder whether there exists a handlebody decomposition with only a finite number of 1-handles. The so-defined geometric rank of a manifold $V$ is obviously related to the (algebraic) rank of the fundamental group of $V$, defined as the minimal number of generators for $\pi_1(M)$; in fact, $\text{rank}(\pi_1(M)) \leq r_g(V)$ (because any 1-handle that is not in canceling position with any other handle gives rise to (at most) a generator).

Definition 3. The smooth open $n$-manifold $V^n$ is said of finite geometric rank if $r_g(V) < \infty$.

This means that there exists at least one handlebody decomposition with only a finite number of 1-handles. Let us explain with more details what we intend by this. An open $n$-manifold $V$ admits a handlebody decomposition with finitely many 1-handles if there exists an increasing sequence of compact bounded PL-manifolds, $X^n_i$, exhausting $V$, and such that the following three conditions are fulfilled:

- the manifold $X^n_i$ is obtained by $X^n_{i-1}$ with the addition of a handle of index $\geq 2$;
- any $X^n_i$ is touched only by finitely many handles;
- $V^n = \bigcup_i X^n_i$.

Clearly, the first submanifold of the sequence, $X^n_0$, is just a compact, bounded PL-manifold for which the map $\pi_1(V^n) \to \pi_1(X^n_0)$ is surjective.

Remark 1.2.

- All compact manifolds have finite geometric rank.
- Manifolds which are geometrically simply connected (i.e., with $r_g = 0$) are simply connected.
- By Smale’s results [24, 25], compact simply connected manifolds of dimension greater than four have $r_g = 0$. In dimension 4 the same result
is false (via Casson’s handles), while in dimension 3 it is equivalent to
the Poincaré Conjecture, and therefore true!

- Open simply connected $n$-manifolds of higher dimension ($n \geq 5$) are geo-
metrically simply connected provided they are also simply connected
at infinity (see [20]).

Our main theorem gives some information on this topic.

**Theorem 1** (Main Theorem). Let $V^3$ be an open 3-manifold, and $B^n$ the
ball of dimension $n$. If there exist a number $n$ and a manifold $W^{n+3}$ of finite
geometric rank, such that $V^3 \subset W^{n+3} \subset V^3 \times B^n$, where the last inclusion
is proper, then $\pi_1(V^3 - C)$ is finitely generated for any compact and connected
submanifold $C \subset V$.

Theorem 1 is a sort of generalization of the main result of [15], where V.
Poénaru proves that, for an open simply connected 3-manifold $V^3$, the geome-
tric simple connectivity of $V^3 \times D^n$ implies the simple connectivity at infinity
of $V^3$. Note also that it is very likely that the proof of Theorem 1 can be
generalized to any dimension $\geq 3$.

2. Technical reminders

Since our proof is based on [14] and [15], let us introduce briefly Poénaru’s
main tools for relating the geometry of the fundamental group of a 3-manifold
with the topology at infinity of its universal cover, via the zipping-process (or the $\Psi/\Phi$-technology) developed in [14]. This theory is a practical strategy for
getting rid of the singularities of simplicial maps, but still preserving some
useful topological information (for more details see also [16, 17, 18, 19, 21]).

Poénaru considered the very general situation of a non-degenerate simplicial
map $f : X \to M^n$, where $M^n$ is a closed (triangulated) $n$-manifold and $X$
a locally-finite simplicial complex. The map $f$ being non-degenerate (i.e., the
image of a simplex is a simplex of the same dimension), one always has $\dim X \leq
\dim M^n$. Although the main applications of these techniques are suited for
dimension 3, the whole theory works in any dimension (see [17]).

Given the map $f$, we denote by $\text{Sing}(f) \subset X$ the set of singularities of $f$, where
a point $x \notin \text{Sing}(f)$ if, in a neighborhood of $x$, $f$ is an embedding (i.e., in $X - \text{Sing}(f)$ the map $f$ is an immersion), and by $M^2(f)$ the set of double
points of $f$, namely:

$$M^2(f) = \{(x, y) \in X \times X \mid x \neq y \text{ and } f(x) = f(y)\}.$$  

We will also consider the set $M_2(f) = \{x \in X \mid \# f^{-1} f(\{x\}) \geq 2\} \subset X$, that is
the set of double points of $f$ viewed as a subset of $X$.

In [14] V. Poénaru analyzed in detail two equivalence relations on $X$ related
to $f$, denoted by $\Psi(f)$ and $\Phi(f)$. The first one is the equivalence relation
$\Phi(f) \subset X \times X$ yielded by the map $f$, for which $x \sim y$ if and only if $f(x) = f(y)$
equivalently, $\Phi(f) = M^2(f) \cup \text{Diag}(X)$); while the second equivalence relation
attached to \( f \), denoted by \( \Psi(f) \), is “forced” by the singularities of \( f \) and can be defined as the “smallest” equivalence relation on \( X \), compatible with \( f \), killing all the singularities of \( f \) (i.e., such that the induced map \( \bar{f} : X/\Psi(f) \to M^n \) is an immersion).

**Remark 2.1.**

- Note that, the quotient \( X/\Phi(f) \) is just the image \( f(X) \), and, in general, it has no memory of the topology of \( X \).
- Usually, the passage from \( X \) to \( X/\Psi(f) \) is called a “zipping” or a zipping strategy.

Before stating the main results concerning these two equivalence relations, let us explain what “compatible with \( f \)” means. Let \( \sigma_1 \) and \( \sigma_2 \) be two simplexes of \( X \) of the same dimension. An equivalence relation \( R \subset X \times X \) is compatible with \( f \) if the following holds. If \( x \in \text{int} \sigma_1 \) and \( y \in \text{int} \sigma_2 \), with \( f(x) = f(y) \) and \( f(\sigma_1) = f(\sigma_2) \), then \( x \sim_R y \) implies that \( R \) identifies \( \sigma_1 \) to \( \sigma_2 \). Compatible equivalence relations have the useful property to keep the simplicial structure of the quotient space \( X/R \).

The next theorem shows the existence of such a \( \Psi(f) \), and defines it in a unique way:

**Theorem 2** (Poénaru, [14, 17]). Let \( f \) be a non-degenerate simplicial map \( f : X \to M^n \), where \( M^n \) is a closed (triangulated) \( n \)-manifold and \( X \) a locally-finite simplicial complex.

(1) There exists a unique, well-defined equivalence relation \( \Psi(f) \subset \Phi(f) \subset X \times X \) characterized by the following two properties:

- In the commutative diagram (1) below, the map \( \bar{f} \) is an immersion (with \( \text{Sing}(\bar{f}) = \emptyset \)):

\[
\begin{array}{ccc}
X & \xrightarrow{f} & M^n \\
\downarrow \pi & & \downarrow \pi \\
X/\Psi(f) & \xrightarrow{\bar{f}} & M^n
\end{array}
\]

(1)

- For any other equivalence relation \( R \subset \Phi(f) \) compatible with \( f \), with \( \text{Sing}(\bar{f}_R) = \emptyset \) and such that \( R \subset \Psi(f) \), one has \( R = \Psi(f) \).

(2) The induced map on fundamental groups \( \pi_* : \pi_1(X) \to \pi_1(X/\Psi(f)) \) is surjective.

As stated, Theorem 2 is not constructive for \( \Psi \), but one can construct it via successive folding maps (see [14]), by killing in a smart way all the singularities of \( f \) (in this sense \( \Psi \) is the equivalence relation forced by the singularities). Roughly speaking, \( X/\Psi(f) \) is obtained by a sequence of successive quotients given by all the foldings commanded by the singular points of \( f \). In this way all the singularities disappear and no new others are created. More precisely, this is how the procedure works:
Step 1. Pick a singularity $x_1 \in \text{Sing}(f)$. There exists then a pair of distinct simplexes of the same dimension, $\sigma_1, \sigma_2 \subset X$ such that $x_1 \in \sigma_1 \cap \sigma_2$, with $f(x) = f(y)$ and $f(\sigma_1) = f(\sigma_2)$. Now, go to a first quotient of $X$, $X_1 = X/R_1$, by identifying $\sigma_1$ with $\sigma_2$ with a folding map, which obviously kills the singularity $x_1$.

Step 2. If it exists, take then another singularity $x_2$ of the natural map $f_1 : X_1 \to M^n$, and proceed as in the previous step. In this way one gets a second quotient $X_2 = X/R_2$ together with a map $f_2 : X_2 \to M^n$, for which neither $x_1$ nor $x_2$ belongs to $\text{Sing}(f_2)$.

Step 3. Repeat the same operations again and again. If the starting complex $X$ was finite, then the process will stop after finitely many steps and the last quotient is $X/\Psi(f)$. On another hand, for an infinite $X$, this process provides an infinite sequence of quotients, corresponding to the sequence of equivalence relations $R_1 \subset R_2 \subset \cdots \subset \Phi(f)$. Taking $R_\omega = \bigcup_i R_i$ the union of all $R_i$, one creates a new quotient $X_\omega = X/R_\omega$ with its associated map $f_\omega : X_\omega \to M$.

Step 4. Executing afresh Steps 1, 2 and 3 for $f_\omega : X_\omega \to M$, one can go on with a transfinite induction which provides a transfinite sequence of equivalence relations, $R_\omega \subset R_{\omega+1} \subset \cdots \subset \Phi(f)$. Now, since $X$ is assumed to have (at most) a countable number of simplexes, this process eventually comes to an end at some countable ordinal $\omega_1$ with $\text{Sing}(f_{\omega_1}) = \emptyset$.

Since the equivalence relation $\Psi(f)$ is unique by Theorem 2, then $\Psi(f) = R_{\omega_1}$. This also implies that $\Psi(f)$ is independent of the various choices made during the process just described. Of course, there are several ways leading to it, but in [14] it is proved that one may opportunely choose already the first sequence $(f_i)_n$ of folding maps, in order to have $\Psi(f) = R_{\omega} = \bigcup_i R_i$ (i.e., without going to the transfinite number $\omega_1$).

Remark 2.2.

- Let us stress that the equivalence relation $\Phi(f)$ kills all the double points, while $\Psi(f)$ kills all the singularities. The special case when the equality $\Psi(f) = \Phi(f)$ holds, means in particular that when one kills all the singularities, there are no more double points left. Or, in other words, $\Psi(f) = \Phi(f)$ implies that the smallest equivalence relation $R$ compatible with $f$ which is such that $X/R \to Y$ is an immersion (i.e., without singularities), is simply the trivial equivalence relation $\Phi$ defined by $f$.
- Notice also that whenever the condition $\Psi(f) = \Phi(f)$ is satisfied, then one may obtain interesting results relating the geometry of the fundamental group of a closed manifold with the topology at infinity of its universal cover (see [1, 15, 16, 19] and also [5, 7, 8, 9, 10, 17, 18, 21]).
For the proofs and all the details on these equivalence relations Ψ and Φ see [14] and [17].

2.1. Cellulations and bisections

We end our technical reminders section by recalling a class of “good subdivisions” of topological spaces (from [22]) which we will need afterwards for proving some of our lemmas. Whenever nice subdivisions are considered, one normally thinks of linear subdivisions of simplicial complexes, that include e.g. both barycentric and stellar subdivisions. But, from our point of view, only these last subdivisions are pretty good because they clearly preserve both geometric simple connectivity and the finite geometric rank condition. On the other hand, generally speaking, not all linear subdivisions preserve them. Nevertheless, there exists a very useful and clear tool invented by L. Siebenmann [22], which perfectly fits into this issue.

Actually, in [22], it is introduced the notion of cellulation, which is a sort of generalization of (triangulations of) simplicial complexes, where simplices are replaced by compact cells with a linear-convex structure. More precisely:

**Definition 4.** A cellulation of a metric space $X$ is given by a locally finite covering by compact cells such that: (a) each cell is convex with respect to the linear structure induced by an homeomorphism with the convex hull of a finite set of points in an Euclidean space; (b) the formal interiors of the convex cells form a partition of $X$; (c) the formal boundary $\partial C$ of any convex cell $C$, is the union of a finite numbers of cells, which are linearly included in $C$.

**Remark 2.3.** Recall that, the formal interior of a convex compact subset $C$ of a vector space is the set of all points $x$ such that, for any line $l$ passing through $x$, the segment $l \cap C$ contains $x$ in its interior. The complementary, in $C$, of the formal interior is called the formal boundary of $C$, denoted by $\partial C$.

In this new setting, the notions of linear subdivision and sub-complex extend trivially for cellulations. The real nice novelty is that any subdivision $\hat{C}$ of a sub-cellulation $C$ of a cellulation $X$ extends, in a canonical way, to a subdivision of $X$, not influencing the open cells of $X - C$. The main class of subdivisions for cellulations is constituted by the so-called bisections. Bisections are, for cellulations, the natural transformations corresponding to subdivisions of triangulations.

**Definition 5.** A bisection cuts a cell $C$ with a linear hyperplane $H_C$ of codimension 1, and splits $C$ into two non-empty pieces $C_+$ and $C_-$. The inverse operation is called a coupling. The support of a bisection is the closure of the hyperplane section in $C$ (i.e., $H_C \cap C$), and an infinite family of bisections whose union of supports does not have accumulation points is said proper.

The main reasons for using bisections and cellulations instead of simplicial complexes and subdivisions are given by the following two facts (see [22]):
• Let $X$ be a cellulation and $Y$ a sub-complex. Then, any subdivision of $Y$ by bisections induces canonically a subdivision (by bisections too) of $X$ not affecting those cells of $X$ which are not cells of $Y$ too.

• Let $X$ be a cellulation and consider two subdivisions $X'$ and $X''$ of $X$. There exists then a third cellulation $X'''$, which is a common refinement of them, namely such that one can go from both $X'$ and $X''$ to $X'''$ via a proper family of bisections.

Finally, if $X$ is a cellulation, one can subdivide it to a simplicial complex $X_s$ in a simple and canonical way. This simply works as follows: for any 2-dimensional cell, one takes a point in its interior and then subdivides the cell in the obvious way. After, one performs the same procedure for 3-cells, then for 4-cells and so forth. Eventually, one gets a simplicial complex $X_s$, and the operation going from $X$ to $X_s$ is called a stellation.

Remark 2.4. The main interest for us is that bisections and stellations preserve both the GSC property and the FGR property.

From now on, we will consider only subdivisions such as barycentric, stellar or Siebenmann bisections. We call them nice. These kinds of subdivisions have the property that, given a triangulation whose 3-skeleton is FGR, then it stays FGR after nice subdivisions.

3. Technical lemmas

In this section we will start the proof of our main theorem, by giving several preliminary lemmas. Let us begin with some definitions:

Definition 6. A finite simplicial complex $Y$ is obtained from the subcomplex $X$ by a Whitehead dilatation [27] (also called an internal expansion) if $\text{int}(Y - X)$ is a single simplex whose closure intersects $X$ along a disk which can be either a simple face or a connected union of several faces. The inverse operation is called an internal collapse.

Definition 7. Let $X^3$ be a 3-dimensional complex. We say that $X^3$ has the FGR property if it admits an exhaustion

$$K_1 \subset K_2 \subset \cdots \subset X^3 = \bigcup_i K_i$$

by finite simplicial complexes for which any inclusion $j_n$ is either an addition of a cell of dimension $\geq 2$, or a Whitehead dilatation.

Remark 3.1.

• The fundamental group of $K_1$ does not increase when we go towards $K_n$.

• A simplicial complex is FGR if and only if its 3-dimensional skeleton is FGR.
Consider a simplicial complex $X$ with the property fgr and a linear subdivision $X_1$ of it. By means of Siebenmann’s bisections [22], it is easy to prove that there exists a subdivision of $X_1$ with the property fgr.

**Proposition 1.** Let $W^m$ be a smooth open manifold of finite geometric rank. Then there exists a smooth triangulation $\Theta$ of $W^m$ whose 3-skeleton $\Theta^3$ is fgr.

**Proof.** Since the manifold $W^m$ has finite geometric rank, we can write it as $W^m = B^m + \{\text{finite number of 1-handles}\} + \{h\text{-handles, with } h \geq 2\}$. Consider now a triangulation $\Theta$ of $W^m$ compatible with this decomposition, in the sense that $B^m + \{\text{all the 1-handles}\}$ is a subcomplex, $B^m + \{\text{all the 1-handles}\} + \{\text{one 2-handle}\}$ is a subcomplex too, and so on.

Denote now by $K_1$ the 3-skeleton of $B^m + \{\text{all the 1-handles}\}$, $K_2$ the 3-skeleton of $B^m + \{\text{all the 1-handles}\} + \{\text{one 2-handle}\}$, and so on. We have then a sequence of finite complexes as in Definition 7. For instance this can be done in such a way that any addition of a handle of index $\geq 2$ can be realized as a Whitehead dilatation or an addition of a cell of dimension $\geq 2$.

This means that the attaching zone $S^{\lambda-1} \times B^{m-\lambda} \subset B^\lambda \times B^{m-\lambda}$, with $\lambda > 1$, can be triangulated in such a way that the passage from the 3-skeleton of the attaching zone to the 3-skeleton of the handle can be realized by Whitehead dilatations or additions of cells of dimension $\geq 2$ (this may be easily done by means of Siebenmann’s bisections). Hence, the 3-skeleton $\Theta^3 = \cup_i K_i$ of the triangulation $\Theta$, is fgr. □

For the next lemmas we will need also a geometric triangulation for the manifold $V^3 \times B^n$. Consider then some smooth triangulations for $V^3$ and $B^n$, and take the product cellulation for $V^3 \times B^n$. By subdividing it sufficiently many times, we can obtain

\[ (\ast) \text{ a triangulation } \tau, \text{ for which } V^3 \times \{q\} \subset V^3 \times B^n \text{ is a subcomplex, for some point } q \in B^n. \]

Moreover, if there exists a manifold $W^{n+3}$ such that $V^3 \subset W^{n+3} \subset V^3 \times B^n$, where the last inclusion is proper, then the triangulation $\tau$ can be chosen so that $W^{n+3}$ is a subcomplex too.

**Lemma 1.** Consider the manifold $V^3 \times B^n$ with the triangulation $\tau$ as in $(\ast)$, and suppose that there exists a manifold $W^{n+3}$ of finite geometric rank, such that $V^3 \subset W^{n+3} \subset V^3 \times B^n$, where the last inclusion is proper. Then, we can find a triangulation $T$ of $W^{n+3}$ whose 3-dimensional skeleton $T^3$ has the property fgr, and such that, for some point $q \in B^n$, $V^3 \times \{q\} \subset W^{n+3}$ is a subcomplex of $T^3$.

**Proof.** Since both triangulations $\Theta$ (from Proposition 1) and $\tau$ (from above) are compatible with the same differential structure on $W^{n+3}$, the (classical) smooth Hauptvermutung theorem of Whitehead (that proves the unicity of a PL structure compatible with a given differential structure, see [4]) implies that
there exists a subdivision $\tau_1$ of $\tau$ isomorphic to some subdivision of $\Theta$. Since the 3-skeleton of $\Theta$ is fgr, by the second item of Remark 3.1, there will exist a subdivision $T$ of $\tau_1$ whose 3-skeleton $T^3$ is fgr. This ends the proof. □

Before going on, we need to refine again our triangulation $\tau$ of $V^3 \times B^n$ and to provide an affine structure on it (as done in [1, 15]). We will consider totally geodesic simplexes which become smaller and smaller as they approach infinity. Since 3-manifolds are parallelizables, by the Smale-Hirsch immersion theory [23] there exists a smooth immersion of $V^3$ in $\mathbb{R}^3$ inducing a flat (non-complete) Riemannian metric on $V^3$. Hence, whenever exist geodesics connecting two points, they are unique.

Consider now an exhaustion of $V^3$ by compact submanifolds with boundary $M_j$ such that $M_j \subset \text{int}(M_{j+1})$, and a function $f : N \to \mathbb{R}$ which decreases sufficiently fast so that the following requirements are fulfilled: for each point $x \in M_n - M_{n+1}$ there is a closed subset $C(x) \subset V^3$ such that, first, any point $y \in V^3$ which can be joined to $x$ by a geodesic arc of length less than $f(n)$ belongs to $C(x)$, and second, there is an isometry $I_x$ between $C(x)$ and the Euclidean ball of radius $f(n)$ centered at 0, which maps $x$ into 0. Another technical condition we need is that for any vertex $v$ of our triangulation, the iterated star should be contained in $\text{int}(C(v))$.

Now, the factor $B^n$ of $V^3 \times B^n$ will be considered simply as a simplex linearly embedded in $\mathbb{R}^n$, endowed with a very fine linear subdivision. In this way our $V^3 \times B^n$ is endowed with a flat product metric and all the pieces $C(v) \times B^n$ have a canonical affine structure.

**Lemma 2.** Let $V^3$ be an open smooth manifold and suppose the existence of an open smooth manifold of finite geometric rank $W^{n+3}$ containing $V^3$ and properly included in $V^3 \times B^n$. Then there exists a smooth triangulation $D$ of $V^3 \times B^n$ such that:

1. $W^{n+3}$ is a subcomplex of $D$;
2. the 3-skeleton of $W^{n+3}$, denoted by $\Delta^3$, is fgr;
3. $V^3$ is a subcomplex of $\Delta^3$;
4. the projection map $p : V^3 \times B^n \to V^3 \times \{0\}$ restricted to $\Delta^3$, namely $p|_{\Delta^3} : \Delta^3 \to V^3$, is simplicial and non-degenerate (possibly after nice subdivisions, or generic perturbations).

**Proof.** For the proof of this lemma we will make use of the affine structure defined above (we will follow [15], but the reader may find further details in [1]). We first need to slightly modify all the simplexes $\sigma$ of the triangulation $\tau$. Since the projection $p(\sigma)$ of any simplex $\sigma$ is contained in the interior of a $C(v)$, for some vertex $v$, we can suppose that our simplexes $\sigma$ verify the following condition:

There exists a locally finite cover $\bigcup_{x_i} \text{int} C(x_i)$ of $V^3$ such that, if $p(\sigma_{i_1}) \cap p(\sigma_{i_2}) \cap \cdots \cap p(\sigma_{i_l}) \neq \emptyset$, then we can find a $C(x_j)$ containing in its interior $p(\sigma_{i_1}) \cup p(\sigma_{i_2}) \cup \cdots \cup p(\sigma_{i_l})$. 


We can now perform a small perturbation inside $V^3 \times B^n$ changing the position of the vertices $v$ of the simplexes $\sigma \in \tau$ in such a way that the perturbed vertices $w$ satisfy all the conditions below:

1. If $v_j \in \text{int} \, C(v_j)$, then $w_j \in \text{int} \, C(w_j)$.
2. If $v_{i_1}, v_{i_2}, \ldots, v_{i_q}$ span a $(q-1)$-simplex $\sigma$ of $\tau$, then the corresponding perturbed vertices are in general position and span an affine $(q-1)$-simplex $\sigma'$. In this way, the set of all the perturbed simplexes $\sigma'$ form a new triangulation $D$ of $V^3 \times B^n$ which is isomorphic to $\tau$.
3. If the dimension of $\sigma'$ is $\leq 3$, then $p|_{\sigma'}$ is an affine isomorphism, and all the $p(\sigma')$ are in general position (for dim $\sigma' \leq 3$).
4. If $v \in V^3 \times \{0\}$, then $v' = v$.

Recall by the previous Lemma 1 that $W^{n+3}$ admits a triangulation $T$ whose 3-skeleton $T_3$ is fgr. But since $W^{n+3}$ is also a subcomplex of the triangulation $\tau$, it will be a subcomplex of $D$ too. Appealing again to Whitehead’s Hauptvermutung and Remark 3.1 (second item), we can find a subdivision of the triangulation of $W^{n+3}$ whose 3-dimensional skeleton is fgr. With this, we can produce the required $\Delta^3$ by subdividing opportune.

**Lemma 2.** The equality $\Psi_{\infty} = \Phi_{\infty}$ holds.

**Proof.** In the diagram below

\[
\begin{array}{c}
\Delta^3 \\
\downarrow \quad \downarrow p_1 \\
\Delta^3/\Psi_{\infty} \quad V^3/\Psi_{\infty}
\end{array}
\]

the map $p_1$ is a surjection (because $V^3 \subset \Delta^3$) without singularities (by definition of $\Psi_{\infty}$). Let us show it is also injective. For this, consider the following commutative diagram:

\[
\begin{array}{c}
\Delta^3/\Psi_{\infty} \\
\downarrow \quad \downarrow p_1 \\
V^3/\Psi_{\infty} \\
\downarrow \quad \downarrow \text{id}
\end{array}
\]
If we show that $i$ is surjective, we will automatically have the injectivity of $p_1$, and hence it will be a bijection. Suppose $i$ not surjective. Then there exist two simplexes $\sigma_1$ and $\sigma_2$ such that $\sigma_1 \in \text{Im}(i)$ and $\sigma_2 \in \Delta^3/\Psi_\infty - \text{Im}(i)$. But since we are in a connected space, we can find a continuous sequence of simplexes between $\sigma_1$ and $\sigma_2$. Hence, there will exist a point $x$ belonging to two simplexes $\alpha$ and $\beta$ of the sequence, which sits at the boundary of $\text{Im}(i)$, i.e., for which $\alpha \in \text{Im}(i)$ and $\beta \in \Delta^3/\Psi_\infty - \text{Im}(i)$. This point $x$ is then a singularity for the map $p_1 : \Delta^3/\Psi_\infty \to V^3$, because $V^3$ is contained in $\Delta^3/\Psi_\infty$. But this is not possible because the map $p_1$ has no singularities (by definition of $\Psi_\infty$).

Hence, in the diagram (2), the map $p_1$ is bijective. Now, we want to prove that $\Psi_\infty = \Phi_\infty$. Putting together diagram (2) with the same diagram where instead of $\Delta^3/\Psi_\infty$ one puts $\Delta^3/\Phi_\infty$, we obtain two bijections

$$\Delta^3/\Psi_\infty \xrightarrow{p_1} V^3$$ and $$\Delta^3/\Phi_\infty \xrightarrow{id} V^3.$$ Knowing that by definition $\Psi_\infty \subset \Phi_\infty$, the desired equality $\Psi_\infty = \Phi_\infty$ obviously follows. \hfill \Box

**Lemma 4.** For any $n$ there exists an $N(n)$ such that $\Psi_N|_{K_n} = \Phi_n$.

**Proof.** We know that $\Psi_\infty|_{K_n} = \Phi_n$, and so the result is true for $N = \infty$. However, since we need a finite $N$, we will use a compactness argument. First of all, we know that there exists a sequence of folding maps $p_n$ such that $\bigcup_n p_n = \Psi_\infty$. Now, our $K_n$ is a finite complex so it involves only a finite number of simplexes. Hence, for some finite $N(n)$, the folding $p_{N(n)}$ exhausts $K_n$. The result follows. \hfill \Box

Recall that our objective is to show that for any compact subset $C$ of $V^3$, $\pi_1(V^3 - C)$ is finitely generated. In order to prove this, we will work with the tubular neighborhood $K$ of $C$ (for which holds the inclusion $C \subset \text{int}(K)$).

**Lemma 5.** For any such a $K$ (tubular neighborhood of some compact subset), there exist a natural number $N \in \mathbb{N}$ and an inclusion $i$ which make commutative the following diagram:

\[
\begin{array}{c}
K \xrightarrow{i} i(K) \subset K_N/\Psi_N \subset \Delta^3/\Psi_N \\
\downarrow{p_N} \uparrow{\Psi_N}
\end{array}
\]

(4)

and such that, for the map $g : \Delta^3/\Psi_N \to V^3$, the Dehn-condition holds:

$$i(K) \cap \{M_2(g), \text{Sing}(g)\} = \emptyset.$$ **Proof.** For the compact $K$ we have the following inclusions $K \subset V^3 = V^3 \times \{0\} \subset X^{n+3} \subset V^3 \times B^n$ and $V^3 \times \{0\} \subseteq \Delta^3 = \bigcup_i K_i \subseteq X^{n+3}$. Now, being $K$ compact, there exists an $m_0$ such that $K_{m_0} \cap V^3 \times \{0\} \supseteq K$, where $K_{m_0}$ is a compact of the exhaustion of $\Delta^3$. Consider now the subspace $p^{-1}\Delta^3[p]((K_{m_0}))$; it is compact because $B^n$ is compact and the inclusion of $X^{n+3}$ is proper.
Hence $p^{-1}|_{\Delta^3}(p|_{\Delta^3})(K_m)$ is contained in some other compact subset $K_m$. With these two compact sets we have that if a double point $x$ belongs to $M_2(p)$ and $y \in K_m$, is such that $p(y) = p(x)$, then $x \in K_m$; in other words all the singularities and the double points which touch $K_m$ cannot come from $\Delta^3 - K_m$. The previous Lemma 4 tells us that there exists a $N = N(m)$ such that $\Psi_N/K_m = \Phi_m$. Thus we have that:

$$K_N/\Psi_N \supset K_m/\Psi_N = K_m/\Psi_m = p(K_m) \supset K.$$ 

Consider now the inclusions $K \hookrightarrow K_N/\Psi_N \subset \Delta^3/\Psi_N$, and the following maps:

$$i : K \hookrightarrow V^3, \quad p_N : K_N/\Psi_N \to V^3 \quad \text{and} \quad g : \Delta^3/\Psi_N \to V^3.$$ 

If $(x, y) \in M^2(g)$ with $x \in K$, then $y \in K_m$, and so $(x, y) \in M^2(g|_{K_m})$; but the map $g|_{K_m}$ is just $p_N$ and our equivalence relation $\Psi_N$ does not have neither singularities nor double points in $K_m$. This completes the proof. □

**Lemma 6.** If $X \hookrightarrow Y$ is a good inclusion, meaning that $Y$ is obtained by $X$ via either an addition of a cell of dimension $\geq 2$, or a Whitehead dilatation, and if $R$ is an equivalent relation on $X$, then $X/R \hookrightarrow Y/R$ is a good inclusion too.

**Proof.** Obvious. □

### 4. Proof of Theorem 1

We are ready to prove our Main Theorem.

**Proof.** By Lemma 2, we have a first exhaustion

$$K_1 \subset K_2 \subset \ldots \subset \Delta^3$$

and its corresponding sequence of inclusions

$$K_N/\Psi_N \hookrightarrow K_{N+1}/\Psi_N \hookrightarrow K_{N+2}/\Psi_N \hookrightarrow \ldots \hookrightarrow \Delta^3/\Psi_N$$

which are good inclusions by Lemma 6.

Now, take a compact subset $C$ in $V^3$ and denote by $K$ its tubular neighborhood. Of course, there exists an $N$ such that $K \subset K_N/\Psi_N$. Now, denoting by $H_j$ the quotient $K_{N+j}/\Psi_N$, consider the following sequence of inclusions:

$$K \subset K_N/\Psi_N = H_0 \hookrightarrow H_1 \hookrightarrow H_2 \hookrightarrow \ldots \hookrightarrow H_\infty = \Delta^3/\Psi_N.$$ 

What we know for this sequence is that all the inclusions $j_m$ are good, and that the map $g : H_\infty \to V^3$ is simplicial and non degenerate, for which $\Psi(g) = \Phi(g)$ (by Lemma 3). Furthermore, by Lemma 5, we know that $K \subset H_\infty$ satisfies the Dehn-condition: $K \cap \{M_2(g), \Sing(g)\} = \emptyset$.

We can then consider the corresponding sequence of inclusions of complements of $K$, namely:

$$H_0 - K \hookrightarrow H_1 - K \hookrightarrow H_2 - K \hookrightarrow \ldots \hookrightarrow H_\infty - K \hookrightarrow V^3 - K.$$
These are also good inclusions with the property that $\Psi(g') = \Phi(g')$. Now, from this last sequence of subspaces, we go to the associated sequence of fundamental groups obtaining:
$$\pi_1(H_0 - K) \rightarrow \pi_1(H_1 - K) \rightarrow \pi_1(H_2 - K) \rightarrow \cdots \rightarrow \pi_1(H_\infty - K) \rightarrow \pi_1(V^3 - K).$$

Since $\pi_1(H_0 - K)$ is finitely generated (obviously) and all the inclusions $j_i$ are good, in the sequence above our $\pi_1$ does not grow! Hence $\pi_1(H_\infty - K)$ is finitely generated too.

To end up we need to observe that $V^3 - K$ is just $g'(H_\infty - K)$ which, in turn, equal to $(H_\infty - K)/\Psi(g') = (H_\infty - K)/\Phi(g')$. Knowing that the equivalence relation $\Psi$ does not increase the $\pi_1$ (by point 2 of Theorem 2), we conclude that $\pi_1(V^3 - K)$ is also finitely generated, as we wanted to show. □

**Corollary 1.** If, in addition to the hypotheses of Theorem 1, the 3-manifold $V^3$ is also irreducible, then $V^3$ is a missing boundary manifold (also called tame manifold), meaning that it is obtained from a compact manifold with boundary by removing a closed subset of its boundary.

**Proof.** By a result of Tucker [26], an irreducible and open 3-manifold $V^3$ is a missing boundary manifold if and only if for any compact submanifold $C$ of $V^3$, $\pi_1(V^3 - C)$ is finitely generated. □
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